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Abstract 
The fabric of scholarly communication is 

undergoing radical change.  Economic, legal, and 
technical tensions are straining traditional publisher 
and journal models.  New technologies provide 
unexplored opportunities for new scholarly 
communication models.  At Cornell Information 
Science we are exploring this problem from the 
perspective of social and technical interaction.  Our 
work therefore involves investigation of new 
infrastructure for scholarly communication, in 
particular the extension of OAI-PMH to a p2p 
framework, and research into hybrid social/technical 
networks that arise in the context of new technical 
infrastructure. 

1 Introduction 
The traditional model of scholarly publishing – 

publication through peer-reviewed journals – is 
under enormous pressure. Publishers and libraries 
are entwined in what is referred to as the “serials 
crisis” [23], where rising subscription rates, flat 
library budgets, and resulting subscription 
cancellations threaten the very existence of journals 
and research library collections.  In addition, a 
growing number of scholars, especially those in 
rapidly changing scientific fields, have become 
increasing accustomed to rapid dissemination via the 
web and are frustrated with the delays of journal 
publication [41]. Finally, scholars have growing 
resistance to copyright transfer policies that they 
perceive as vehicles for giving away their 
intellectual capital [11]. 

The ubiquity of the web and internet has given 
rise to a number of developments – collectively 
known as scholarly electronic publishing [9] – that 
are effecting radical change to the scholarly 
publishing milieu.  These include electronic 
publishing by existing commercial and learned 
society publishers [13], growing popularity of e-
Print archives that provide discipline-centered 
repositories for rapid exchange of scholarly results 
[38], rapid growth of so-called institutional 
repositories [26] whereby institutions and their 
libraries provide the infrastructure for self-
publishing, and simple self-publishing whereby 
scholars maintain active web sites for research 
projects. 

These developments have already had a 
transformative effect on the way scholars 
disseminate information and the manner in which 

libraries manage that information.  Nevertheless, 
they can be characterized as incremental 
developments, borrowing the terminology of Kling 
and McKim [30].  

These developments are incremental in that they 
maintain the tradition of document as text, albeit in 
digital form.    While the importance of text should 
certainly not be minimized,  there is substantial 
demand from both the scientific [53] and humanities 
[48] communities for scholarly artifacts that 
interweave text, static data, simulations, video, and 
other genre of materials.  The opportunities in the 
digital domain for extending documents beyond text 
have been explored by Buckland [12] and our own 
work with Fedora [3] provides the infrastructure for 
such new documents.  

  These developments are incremental because 
they focus on artifacts, rather than the process that 
produces those artifacts and the combination of that 
process with the artifacts in a coherent network.  As 
Kling, McKim, and King note [31], intellectual 
activity arises from what they call “scholarly 
communication forums” that intermix people, 
organizations, data, messages, programs, and 
documents in rich “socio-technical interaction 
networks”.  In the same sense that amazon.com has 
elevated numerous entities such as reviews, lists, and 
cross-references to a first-class status (alongside the 
products they sell), we maintain that next-generation 
scholarly communication systems should reify as 
“documents” not only results, but the signal-rich 
communication that up-to-now has been lost in 
email archives or discussion lists and the 
relationships of those interactions with related 
scholarly documents.  

Finally, these developments are incremental 
because they largely maintain organizational 
structures inherited from print publishing.  For 
example, arXiv, arguably the most influential of the 
new publishing vehicles, essentially maps a pre-
digital tradition of sharing preprints among physics 
colleagues onto web space [30].  The interaction of 
communication technology and organizational 
structure has been relevant since the invention of the 
book [25, 40].  There can be little doubt that the 
organizations that support scholarly communication 
will radically change in the years to come in tandem 
with radical changes in publishing technology. 

In a variety of projects at Cornell Information 
Science, we are investigating infrastructure and 
theory underlying present and promising changes in 
scholarly communication.  This work effectively 
“bridges the past and the future”, in that it attempts 



to resurrect the interpersonal/interactive foundations 
of scholarly communication, which have been lost 
due to the physical constraints of paper-based 
journal publishing, while accommodating the 
“beyond text” needs of modern scholars.  This paper 
will briefly outline two aspects of this work that are 
planned or are in process and hopefully stimulate 
discussion in this rapidly changing area.  

2 P2P and the Open Archives Initiative 
p2p systems are the subject of considerable 

interest in the research community [17] because they 
can be highly adaptive, self-organizing, and fault 
tolerant.  We are interesting in providing technical 
infrastructure that will enable the deployment of p2p 
in the context of scholarly communication.  Our 
primary interest is to understand how p2p 
architecture facilitates the scholarly value chain 
whereby ideas flow from proposals to initial results 
to preprints to peer-reviewed publications. Can p2p 
enable a richer, more democratic, and ultimately 
more productive scholarly value chain?    

There has been limited work on p2p systems 
within the digital library domain or related to 
scholarly publishing.   LOCKSS implements p2p 
replication for the preservation of documents  [37, 
46].  Its main contribution is the use of novel 
techniques to ensure the survivability of document 
copies even in the face of hostile attacks.  The 
results of the Edutella project [39] are more closely 
related to scholarly publishing concerns.  Edutella 
exposes RDF metadata [6] via OAI-PMH [7] in a 
P2P framework and provides a query capability over 
that metadata.  Query routing is done via hub peers 
that rely on the semantic structure of the RDF 
metadata.  Finally, the W3C sponsored Annotea 
project [27] and in particular its extensions in mies 
[8] addresses issues related to p2p sharing of 
annotations and comments about digital documents.   

Our investigations of P2P within the context of 
scholarly communication build on the notion of a 

metadata refinement network that enables the 
creation of documen value chains.  Such a value 
chain exists when distributed nodes in the network 
iterate an original resource r1 by creating other types 
of manifestations r2, r3, …, rn of it, by, for example, 
expressing a quality statement about it, annotating it, 
digitally preserving it, etc.  Presuming that metadata 
m1, m2, m3, …, mn is associated with each such 
iteration, we are interested in investigating how that 
distributed metadata can indicate its relationship to 
the original resource r1 and/or to other iterated 
versions r2, r3, …, rn of that resource.    

To create the infrastructure for the evolution and 
dissemination of metadata to support such value 
chains, we are extending OAI-PMH to a p2p 
context.  The Open Archives Initiative Protocol for 
Metadata Harvesting (OAI-PMH) [33] is widely 
recognized as the predominant architecture for 
interoperability among distributed information 
sources.  The protocol is used internationally for the 
exchange of structured (meta)data in a variety of 
contexts including digital libraries, museums, ePrint 
repositories, research projects and corporate 
intranets.   OAI-PMH is quite simple, with six verbs 
that allow known item retrieval, range retrieval 
based on simple criteria (for example, date of 
modification), and retrieval of basic repository 
information.  The simplicity of the protocol is key to 
its widespread use and utility and Clifford Lynch, a 
recognized leader in the information community has 
described the OAI-PMH as “a vital component of 
the digital information infrastructure” [36]. 

When the protocol was originally created, the 
primary usage context was a simple bipartite model, 
illustrated in Figure 1.  In this model, users of the 
protocol are divided into two classes: data providers 
make structured (meta)data available via the 
protocol, and service providers use protocol requests 
to harvest the data, post-process it, and refine it with 
the goal of developing services that add value to the 
metadata. 
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This simple model on which the OAI-PMH was 
based provided a good basis for initial understanding 
of the utility of the protocol, leading to its rapid 
dissemination.  However, use of the protocol quickly 
revealed another class of deployment.  This is the 
notion of an aggregator, which in essence straddles 
the line between data provider and service provider.  
An aggregator consumes metadata via OAI-PMH 
from several sources (data providers) in the same 
manner as a standard service provider.  In addition to 
storing that metadata, an aggregator may process it 
in several ways including normalizing it based on 

analysis of a large cross-section of aggregated 
metadata records and cross-walking between 
different formats, for example, MARC to Dublin 
Core [2].  The aggregator then exposes this metadata 
via OAI-PMH, effectively changing roles to a data 
provider.   

The NSDL (National Science Digital Library) 
[54] metadata repository and its relationship with 
NSDL collections and services, illustrated in Figure 
2, is an example of this aggregator model.  This 
forms the basis of the NSDL architecture [32] in its 
current form at the time of writing this paper 
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(January 2004).  
We suggest that this data-

provider/aggregator/service-provider model is 
evolving towards a more intriguing topology of 
nodes participating in the exchange of structured 
data via OAI-PMH.  For example, in our own work 
within NSDL we have found that harvesting among 
aggregators occurs; such as OAIster [5] harvesting 
from the NSDL metadata repository.  We foresee 
further blurring of the lines between data providers, 
aggregators, and service providers and the evolution 
of a directed graph topology that corresponds to that 
of peer-to-peer (p2p) networks [42].  An example of 
this graph is shown in Figure 3, with nodes playing 
four roles based on their graph relationships: 1) 
traditional data providers with only outgoing arcs, 
2) traditional service providesr with only ingoing 
arcs, 3) pass-through aggregators that consume and 
provide metadata but perform no transformations or 
enhancements, and 4) value-added aggregators that 
normalize and add value to consumed metadata 
before exposing it (shaded in grey in the figure).  

The flow of data and metadata through such a 
network has a number of interesting characteristics 
that we are investigating and modeling. 

2.1 Metadata document location 
Similar to p2p document systems such as freeNet 

[14] and Gnutella [4], metadata (documents) in an 
OAI-PMH p2p network are distributed across the 
network and clients must be able to locate copies of 
specific metadata records.  We can exploit the fact 
that metadata records in OAI-PMH are uniquely 
named and use efficient key-based location 
mechanisms such as distributed hash tables (DTHs) 
[45, 47] or other established distributed lookup 
protocols [49] to locate specific metadata records in 
p2p metadata network. 

2.2 Provenance queries 
Metadata records may propagate through the 

system and go through a number of refinement 
and/or translation phases as they move through 
value-added aggregators. This type of processing is 
typical of a number of aggregators run by existing 
libraries. At any given time t in a OAI-PMH p2p 
network, a set of metadata records {m1, m2, m3, …} 
may exist that have a related metadata provenance 
chain.  This provenance chain may be a simple and 
linear or may have multiple branches. In a related, 
and possible concurrent, scenario, an original 
resource r1 evolves through a value chain in which 
iterated versions {r2, r3, … } of r1 are being 
created.  In this case, at any given time t in a OAI-
PMH p2p network, a set of metadata records {m1, 

m2, m3, …} may exist that have a related resource 
(not metadata) provenance chain.  Clients in this 
OAI-PMH p2p scenario should be able to query the 
system for other metadata records of related 
provenance.   

The OAI-PMH already has an implementation 
guideline [34] for expressing provenance 
information in a harvested metadata record and we 
are investigating whether this specification is 
sufficiently expressive and how it can be 
automatically generated.  We are also investigating 
the techniques for joining records by provenance 
chain in order to efficiently query the system in this 
manner. 

2.3 Network harvesting 
Finally, and most interesting, it would be useful 

to address OAI-PMH harvesting requests 
(ListRecords) to an OAI-PMH p2p network as a 
whole.  For example, a client might specify a request 
to harvest all records in the network that have been 
made available or modified between dates d1 and 
d2. The implementation of this would involve 
submitting a query to a single node on the OAI-
PMH p2p network that then efficiently propagated 
the query across the network.  Broadcast queries, 
such as that which take place in Gnutella [4] have 
proven to be inefficient for this task.  More 
promising is to address this as a selectively 
propagated range query, which is a problem that has 
been studied by our colleagues in the database group 
at Cornell.  They have developed an efficient and 
elegant data structure called P-Trees [15], which 
notionally distribute b-tree functionality across 
distributed peers and can be used to efficiently route 
queries among peers. We are investigating this data 
structure as an approach to implementing efficient 
network harvesting. 

3 Document networks, social networks, 
and hybrid networks  

The development of printed journals transformed 
scholarship from a closed group activity relying on 
verbal face-to-face communication among 
colleagues to a more democratic and accessible 
system, albeit one where the hierarchy of excellence 
prevailed. Print publications provided the basis for 
what Anselm Strauss [50] described as “social 
worlds” where scholars worldwide developed a 
sense of community through texts rather than 
personal interaction. We are investigating how the 
structure of these “social worlds” mutates as the 
publication technology that underlies them is 
transformed.  



Our work integrates social science research 
methods to explore the interplay between 
information technologies and scholarly 
communication, and aims to design new tools to 
facilitate more dynamic and richer scholarly 
communication. Analysis of the use of these new 
tools will reveal the effects of these technologies and 
shed new light on our understanding of how scholars 
communicate with each other and how different 
communication models lead to different 
manifestations of scholar community.   

3.1 A Conceptual Framework for Scholarly 
Communication  

To clarify the interplay between information 
artifacts, the forming of a scholarly community, and 
its institutionalization, we propose a conceptual 
framework based on information flows. We argue that 
scholarly publishing and communication are all 
information exchange through information artifacts: 
either formal and materialized artifacts such as journal 
articles and conference proceedings, or informal and 

non-conclusive artifacts such as email discussions and 
informal meetings.  

In order to facilitate the discussion, three classes of 
document can be identified: formal documents, in the 
form of officially published journal papers and 
conference proceedings; semi-formal documents, 
such as the ePrints in arXiv; and informal documents, 
such as email discussions, blogs, etc.  

The official and semi-formal publication systems 
form document networks (Figure 4). They are 
directed acyclic graphs with citation edges from 
newer papers to those already published.  The 
development of electronic publishing exemplified by 
arXiv has collapsed the time dimension of this 
citation graph: one hundred years ago you might only 
be able to cite papers published in the past year; now 
you can cite contemporaneous papers.  Evaluation of 
this citation graph reveals popularity of documents 
and suggests quality [20-22].  Substantial research has 
been done regarding why people cite each other, 
including quality, same field, availability, self-
citation, and social citation, indicating that the system 
is far from perfect [10]. Furthermore, as previously 
discussed, a large amount of informal communication 
and the related scholarly artifacts were neither 
“materialized” nor captured nor analyzed, and were 
consequently excluded from quality and popularity 
measurements.  

Coexisting with the document networks, there are 
social networks composed of authors and researchers. 
Leydesdorff [35] discussed a dual layered network, 
including the social network of authors and network 
of their reflexive communications. Cronin [16] also 
discussed citation as one dimension of scientific 
communication among texts. Social networks among 
scholars are more dynamic and active than the 
document networks. Scholars communicate not only 
through formal publications and conference 
proceedings, but also through email discussions, 
informal meetings, and chatting over lunch and coffee 
breaks. These channels of informal communication 
compose a rich array of information flows, which 
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foster the creation of original ideas and help mature 
scientific theories. The intrinsic limitations on formal 
and semi-formal document networks call for more 
advanced technology to materialize some of this less 
formal communication and exploit its richness, and 
more advanced social theory to understand its 
structure.  - Figure 5 shows a social network formed 
by including informal communication channels. The 
connections are bi-directional, the in- and out- degrees 
follow a power-law distribution, and the network has 
a high cluster and low diameter, possessing the 
“small-world” attributes [29, 52]. 

We are beginning technical work that will permit 
the materialization and use of a hybrid network 
composed of both various formats of documents and 
social actors (authors and researchers). Different from 
the dual-layer network model advanced by 
Leydesdorff [35], this hybrid network links 
documents and social actors together. The hybrid 
network conceptualization facilitates the interaction 
between documents, social actors, and the 
combination of the two through various network 
tools. It takes advantage of both the social network 
and document network, thus providing the 

opportunities to design better tools to facilitate search 
and selection of both information artifacts and 
authors/researchers [24] (Figure 6). Our research will 
reveal the detailed structure of this hybrid network, 
methods for analyzing it, and mechanisms for using it 
to assist users of information systems.  

Building on the materialization of this hybrid 
network, we plan a number of corollary 
investigations.  We will capture the evolution of 
citation and hyperlink patterns among those formal, 
semi-formal, and informal communications. We will 
then explore the correlation between the citedness of a 
document and its quality and impact, and the different 
network measurements (centrality and prestige) of a 

researcher and his/her reputation and popularity. 
Furthermore, we will explore the differences between 
formal citation in official scholarly publication venues 
and hyperlinks in informal documents by extending 
evaluative bibliometics to semi-formal and informal 
scholarly communication. Usage analysis among 
these different types of documents will provide us 
with more insights into the emergence of authority 
and quality [10].  Kim [28] shows the motivation for 
linking is also multi-dimensional. We hope to 
understand under which conditions citations and 
hyperlinks can be used as a measure of impact, 
quality, relevance, reputation, and possibly generate 
other types of hyperlink and citation measurements of 
these scholarly achievements. 

3.2 Building the technical foundation for hybrid 
network research 

As described in the previous section we are 
investigating the structure and utility of hybrid 
networks to improve our understanding of scholarly 
activity, and as a tool that scholars can use to 
enhance their intellectual activity.  In this context, 
we are investigating and implementing a number of 
technical extensions to scholarly communication 
systems.  These efforts will require innovations in 
reputation management, recommendation systems, 
hybrid network visualization, and distributed 
document management.  This technical work falls 
into two broad classes: 

• Expanding the breadth of documents - Our 
goal is to enrich the structure of the hybrid 
document/social network with more types of 
documents.  In addition to traditional formal 
publications, we intend to include 
annotations, reviews, recommendations, 
similarity-maps, data visualizations, and 
other forms of more personal 
communication that are often at the heart of 
scholarly activity.  Our work builds on the 
foundation provided by arXiv and OAI-
PMH. 

• Expanding the depth of documents - Our 
goal is to enrich the structure of the hybrid 
document/social network by incorporating 
more complex and active virtual documents.  
These virtual documents exploit a number of 
key features including 1) aggregation - they 
are composed from several sources of data 
of mixed genre; text, images, video, audio, 
database access, and other types; 2) 
distribution – the data in a virtual document 
may be locally “contained” in the document 
or contained by reference to external data 
sources; and 3) execution – the presentation 
of a virtual document occurs on the fly via 
the integration and execution of local or 
distributed parameterized services 
(programs) that process the local or 
distributed data that is “contained” in the 

Figure 6. Hybrid Network



virtual document, producing on-demand 
disseminations.  Our own work with Fedora 
(Flexible Extensible Digital Object 
Repository Architecture) [43, 44] in the 
context of digital library research  provides 
the strong basis for our proposed 
investigations in this area.  We are planning 
to integrate this digital library-based work 
into the context of the scientific research 
community, where Grid middleware [18, 19, 
51] provides the basis for coordinating 
distributed computational resources and 
data. 

4 Conclusion 
This paper has described work on future scholarly 

publishing technology and models that we have 
initiated and are planning at Cornell Information 
Science.  In the spirit of the broader information 
science program at Cornell that “studies information 
in its human and social context” [1], our work 
integrates both technology that underlies scholarly 
communication and the social organizations that this 
technology enables and encourages.   
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